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Chapter 1

Abstract

The growth or decline of a country’s GDP determines the health of its economy.
Though it is measured and predicted by every country’s government-backed sta-
tistical body, there are various financial organizations like IMF, OECD, Moody’s,
JP Morgan, etc. which also do the same by using its economists and statisticians.
To substantiate their accuracy, we analyzed the data produced by the two financial
organizations, i.e., IMF and OECD. We also clustered countries based on the mean
square error between actual GDP and estimated GDP, which showed how accurately
the GDP was predicted for each of them.
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Chapter 2

Introduction

The project’s objective was to find whether the financial bodies over-estimated or
under-estimated the projected GDP for all the examined countries. The data ob-
tained from the IMF and OECD were explored and analyzed. Furthermore, we
checked for stationarity in the data by visualizing the correlations. Performing tests
like Ljung-Box and ARCH provided us confirmation on the presence of white noise
in the series, which was an indication to run GARCH model on the data of all the
countries. We found the best model by taking into consideration the mean squared
error obtained from each model. We further applied K-means clustering based on
the smallest prediction error.
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Chapter 3

Methodology

3.1 Data Collection

3.1.1 Actual GDP growth data
World Bank:
The Development Data Group of the World Bank [1] cooperates with several macros,
financial and sector organization’s databases. The GDP data is collected in local
currency rate by World Bank’s economists, using the information published by the
individual country’s statistical authorities or sourced from OECD.

Data source: World Bank GDP data [2]

Figure 3.1: World Bank GDP data

3.1.2 Predicted GDP growth data
IMF (International Monetary Fund) and OECD (Organization for Economic Co-
operation and Development) publish their forecasted data for every biannual analysis
of the major economic trends and prospects for the next two years through the World
Economic Outlook Report [3] and OECD Economic Outlook [4].

IMF:
The IMF follows a sophisticated approach in forecasting its GDP; i.e., all the mem-
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ber countries generate projections on their own. The data obtained from various
IMF-backed sources regarding every country’s GDP forecasts are aggregated. It is
then cross-checked with the predictions reported in the WEO. Since each country’s
teams generate forecasts individually, the methodology can vary from country to
country depending upon various factors.

Data source: IMF GDP data [5]

Figure 3.2: IMF’s world economic outlook report GDP data

OECD:
OECD’s GDP forecast is based on the economic climate of individual countries. It
employs a combination of model-based analyses and expert judgement. The mea-
surement of the indicator is done in growth rates compared to the previous year.

Data source: OECD GDP data [6]

Figure 3.3: OECD’s economic outlook GDP data

3.2 Data Exploration
Economically, the classification of nations is based on their development index,
mainly on their GDP per capita index. The GDP per capita index is calculated
by dividing a country’s GDP by its population. To perform data exploration, we
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chose fifteen countries out of which five were developed (Australia, Canada, USA,
Switzerland & Germany), five were developing (India, South Africa, Mexico, Brazil
& Turkey) and five were under-developed (Sudan, Venezuela, Central African Rep.,
Mozambique & Niger).

"ggplot2" [7] package was used to plot the data obtained from IMF & OECD against
actual GDP data. The function "ggarange()" from the package "ggpubr" [8], was used
to arrange multiple plots together.

Following code chunk depicts the comparison between predicted GDP data by the
IMF & OECD and actual GDP data for developed, developing and under-developed
countries -

1 # Loading library " ggplot2 " for data visualization .
2 # Loading library " ggpubr " for combining the generated plots .
3 library ( ggplot2 )
4 library ( ggpubr )
5 # Plot for developed countries .
6 Developed <- ggarrange (Australia ,Canada ,USA ,Germany , Switzerland ,
7 ncol = 3,
8 nrow = 2,
9 common . legend = TRUE ,

10 legend = " bottom ")
11 Developed
12 # Plot for developing countries .
13 Developing <- ggarrange (India ,Brazil , South .Africa ,Turkey ,Mexico ,
14 ncol = 3,
15 nrow = 2,
16 common . legend = TRUE ,
17 legend = " bottom ")
18 Developing
19 # Plot for under - developed countries .
20 Under . developed <- ggarrange (CAR ,Venezuela , Mozambique ,Niger ,Sudan ,
21 ncol = 3,
22 nrow = 2,
23 common . legend = TRUE ,
24 legend = " bottom ")
25 Under . developed

Figure 3.4: Comparison between predicted GDP data by the IMF & OECD and
actual GDP data for developed countries
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Figure 3.5: Comparison between predicted GDP data by the IMF & OECD and
actual GDP data for developing countries

Figure 3.6: Comparison between predicted GDP data by the IMF & OECD and
actual GDP data for under-developed countries

On observing figures 3.4, 3.5 and 3.6, we perceived that there existed some differ-
ences between the actual and predicted data points. To make the dispute between
predicted and actual data more prominent, we plotted the square of their difference.
Further data analysis was performed on the square of difference to make patterns
broader and more comfortable to visualize. The "select()" function from "dplyr" [9]
package was used to manipulate and restructure the data.

The following code chunk finds and plots the square of the difference between the
predicted (IMF & OECD) and actual data -

1 # Loading library " dplyr " for data manipulation .
2 library ( dplyr )
3 # Data reformatting for finding the difference of actual and predicted data.
4 actualNew <- as.data. frame ( actual )
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5 actualNew $ Central . African . Republic <- NULL
6 actualNew $ Venezuela <- NULL
7 actualNew $ Sudan <- NULL
8 actualNew $ Niger <- NULL
9 actualNew $ Mozambique <- NULL

10 actualNew $ Years <- NULL
11 predict1New <- as.data. frame ( predict1 )
12 predict1New <- select ( predict1New , Australia , Canada , United .States , India , Germany

, Switzerland , Brazil , South .Africa , Turkey , Mexico , Central . African . Republic
13 , Venezuela , Mozambique , Niger , Sudan )
14 actual $ Years <- NULL
15 predict1New <- as.data. frame ( predict1New )
16 predict1New <- predict1New [-c(40 , 41, 42) , ]
17 # Obtaining the difference .
18 difference1 = predict1New - actual
19 row. names ( difference1 ) <- seq (1980 ,2018)
20 difference2 = val - actualNew
21 Yr <- seq (1980 ,2018)
22 # Square of differences .
23 diff1 .sq <- difference1 ^2 # IMF
24 diff2 .sq <- difference2 ^2 # OECD
25 # Built -in function to plot the square of differences .
26 plotCountry <- function (country , difference , countryName ) {
27 Yr <- seq (1980 , 2018)
28 plotvar <- ggplot () + geom_line(data = difference , aes(x = Yr , y = as. numeric (as.

matrix ( country )), color ="Red"), size = 1) +
29 ggtitle ( countryName ) + labs(x = " ", y = " ")
30 return ( plotvar )}
31 # Arranging the plots for IMF.
32 Diff. compare <- ggarrange (Australia , India , CAR , Canada , Brazil , Venezuela , USA ,

South .Africa , Mozambique , Germany , Turkey , Niger , Switzerland , Mexico ,
33 Sudan ,nrow = 5, ncol = 3, common . legend = TRUE , align = "

v")
34 # Graph aesthetics .
35 annotate _ figure (Diff.compare ,
36 bottom = text_grob(" Years "),
37 left = text_grob(" Difference ", rot = 90) ,
38 fig.lab = " Comparison of differences - IMF" ,)
39 # Arranging the plots for OECD.
40 Diff. compare <- ggarrange (Australia , India , Canada , Brazil , USA , South .Africa ,

Germany , Turkey , Switzerland , Mexico ,
41 nrow = 5, ncol = 2, common . legend = TRUE , align = "v")
42 # Graph aesthetics .
43 annotate _ figure (Diff.compare ,
44 bottom = text_grob(" Years "),
45 left = text_grob(" Difference ", rot = 90) ,
46 fig.lab = " Comparison of differences - OECD" ,)

Figures 3.7 and 3.8 depict the square of differences between the predicted and actual
data.
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Figure 3.7: Square of difference between the predicted IMF data and actual data

10



Figure 3.8: Square of difference between the predicted OECD data and actual data

3.3 Data Analysis

3.3.1 Correlograms
Correlograms are plots that summarize the strength of a relationship graphically,
with observation in a time series with observations at previous time steps.

Autocorrelation function (ACF):
In a time series, autocorrelation describes the linear relationship between lagged
values. It is the correlation between pairs of values present in data at a certain
length. Since our data was a white noise series, it was expected that at least 95%
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of the spikes generated lie within the bound limit "X", where

X = 2
T

(3.1)

Here, "T " represents the length of the time series.

Partial autocorrelation function (PACF):
A partial autocorrelation is a type of correlation which is conditional. PACF is the
correlation between observations in a time series and the previous observations at
lag "k." It is different from a regular correlation in one aspect, i.e., it takes control
of all the intermediate values present in the time series. It is also useful in finding
the order of the autoregression process.

In R, the functions "acf()" and "pacf()" from the package "stats" [10] make it easy to
find the ACF and PACF of a time series. We created a user-defined function con-
taining the pre-defined "acf()" and "pacf()" functions to plot the square of differences
between the actual and predicted (IMF & OECD) GDP values.

1 # ACF
2 plotACF <- function (country , country .name) {
3 country <- na.omit( country )
4 Acf.var1 <- acf(country , lag.max = 20, type = " correlation ", plot = FALSE )
5 plot(Acf.var1 , main = country .name)
6 }
7 # PACF
8 plotPACF <- function (country , country .name) {
9 country <- na.omit( country )

10 Pacf.var1 <- pacf(country , lag.max = 20, type = " correlation ", plot = FALSE )
11 plot(Pacf.var1 , main = country .name)
12 }

3.3.2 ARCH Model
A time series is said to be heteroskedastic when the variance is not constant in time
but changes regularly, i.e., an increase in variance with the trend. If a time series
exhibits periods of increased variation, then the series shows volatility and is called
conditional heteroskedastic. ARCH or Auto-Regressive Conditional Heteroskedastic
is a volatility model for the variance of the times series which showcases the change
in the conditional variance.

ARCH of order "1", i.e., "ARCH(1)" is defined as,

εt = ωt ×
√
α0 + α1ε2

t−1 (3.2)

where "εt" is a time series, "ωt" is white noise with mean "0" & "α0" and "α1" are
model parameters.

"garch()" function from the package "tseries" [11] can be used to fit the ARCH
model over given data. It returns various parameters like "Estimate", "Std. Error",
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"t-value", "Pr(>|t|)", "Ljung-Box X-squared", "Ljung-Box p.value" referring to the
standard estimate error, t-value, significance of t-test, p-value of Ljung-Box test and
X-squared value of Ljung-Box test respectively, which determines the significance of
the model.

The following code snippet was executed to obtain the ARCH model parameters
from the data under consideration -

1 # ARCH model over the square of difference .
2 Arch1 <- function ( country ) {
3 country <- na.omit( country )
4 model <- quiet ( garch (x = country , order = c(0 ,1) ,trace = F))
5 summ <- summary ( model )
6 t <- as.data. frame (summ$coef [2 ,])
7 col1 <- c( rownames (t), "Ljung -Box X- squared ", "Ljung -Box p. value ")
8 col2 <- c(t[,1], as. numeric (summ$l.b.test$ statistic )
9 , as. numeric (summ$l.b.test$p. value ))

10 df <- data. frame (" Coeff "=col1 , " Value "=col2)
11 colnames (df) <- c(" Value ")
12 return (df)
13 }
14 # To stop the summarized output generated from function execution .
15 quiet <- function (x) {
16 sink( tempfile ())
17 on.exit(sink ())
18 invisible ( force (x))
19 }
20 # Applying the user - defined ARCH model function over the data.
21 imf <- lapply (na.omit( diff1 .sq), Arch1 )
22 oecd <- lapply (na.omit( diff2 .sq), Arch1 )

The results were then stored into a table using the functions "grid.arrange()" &
"tableGrob()" from the packages "grid" [10] & "gridExtra" [12] respectively.

We observed that OECD had fifty member countries whereas IMF had one hun-
dred eighty-nine member countries. Since IMF had more countries, we chose to
work on the data associated with IMF. After data cleaning, the number of countries
got reduced to one hundred eleven and further data analysis was implemented on
those countries.

3.3.3 ARMA Model
ARMA or Autoregressive Moving Average is a volatility model for the mean of a
times series which is used to showcase the change in conditional mean. ARMA
is a union of "AR" and "MA" models. It describes a time series in terms of two
polynomials, where the first polynomial denotes the Autoregression (AR) and the
second polynomial denotes the Moving Average (MA). It is often referred to as the
"ARMA(p,q)" model, where "p" and "q" denote the order of the autoregressive poly-
nomial and the order of the moving average polynomial.

It is defined as,

Xt = c+ ωt +
p∑

i=1
ϕiXt−i +

q∑
i=1

θiωt−i (3.3)
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where "Xt" is a time series, "c" is a constant, "ω" is white noise, "ϕi" is the autore-
gressive model’s parameter and "θi" is the moving average model’s parameter.

3.3.4 GARCH Model
Bollerslev developed generalized Auto Regressive Conditional Heteroskedasticity
(GARCH) in 1986. It is a statistical model where the volatility or the variance
depends on the previous residual squared observations or the past variances of a
time series. GARCH fits the autoregressive model, which yields the best fit. It re-
turns the irregularity of the error term, i.e., heteroskedasticity & significance value,
and describes both the conditional mean and conditional variance. Due to which the
best order of fit depends on the optimal order based on "ARCH", "AR" and "MA",
i.e., the ARMA model.

"GARCH(1,1)" is defined as,
εt = ωt ×

√
ht (3.4)

where "εt" is a series, "ωt" is white noise and "ht" is a volatility or conditional variance.
Also,

ht = α0 +
p∑

i=1
αiε

2
t−1 +

q∑
j=1

βjht−j (3.5)

where "αi" and "βj" are the model parameters.

3.3.5 Best order of fit
We have used the GARCH model because we needed to figure out an approximation
of the model which these agencies have used to forecast the GDP. It is assumed that
the same model must have been used to predict GDP for all countries. In a quest to
find an approximate model, we focused on the mean squared prediction error, which
was obtained by adding the squared differences between the actual values and fitted
values. A fitted value is a statistical model’s prediction of the mean response value
when factor values are taken as the input.

Mean squared prediction error is defined as,
2018∑

i=1980
(yi − ŷi) (3.6)

where "yi" is the actual difference value and "ŷi" is the fitted value obtained from
our GARCH-ARMA model.

To create a univariate GARCH specification object before fitting, we must pass
the parameters concerned with ARCH, GARCH, AR and MA orders. The smallest
mean squared prediction error indicates the optimum combination of these orders.
We calculated the mean squared prediction error for combinations ranging from
(0,0,0,0) to (3,3,3,3) and obtained the smallest error among them. The best order
of fit was recorded for each country. After getting the best model for every country,

14



we grouped countries based on the order of fit and mean squared prediction error
using clustering.

To get the maximum likelihood estimation of the GARCH model, we used the func-
tion "ugarchspec()" to create the GARCH model and function "ugarchfit()" to fit the
model, from package "rugarch" [13].

1 # Finding the best parameter order for model prediction .
2 # Model definition .
3 Model <- function (Country , Order )
4 { # Inputs
5 m <- Order [1]
6 n <- Order [2]
7 p <- Order [3]
8 q <- Order [4]
9 m <- as. numeric (m)

10 n <- as. numeric (n)
11 p <- as. numeric (p)
12 q <- as. numeric (q)
13 # Model
14 Garch <- suppressWarnings ( ugarchspec ( variance . model = list( garchOrder = c(m,n)),

mean. model = list( armaOrder =c(p,q))))
15 Fit <- suppressWarnings ( ugarchfit (Garch , Country ))
16 # Results
17 FV <- Fit@fit $ fitted . values
18 if(!is.null(FV)) {
19 pred. error .sq <- ( Country - FV)^2
20 sum.pred. error .sq <- sum(pred. error .sq)
21 return (sum.pred. error .sq)
22 }
23 else {
24 return (NULL)
25 }
26
27 }
28 # All possible input combinations .
29 List <- with( expand .grid (0:3 ,0:3 ,0:3 ,0:3) , paste (Var1 , Var2 , Var3 , Var4))
30 Combinations <- matrix (0L,nrow = length (List),ncol = 4)
31 for(i in 1: length (List))
32 {
33 Combinations [i ,] <- as. integer ( unlist ( strsplit (List[i]," ")))
34 }
35 # Removing unnecessary objects .
36 rm(i,List)
37 try <- Model ( Difference [ ,111] , c(1 ,1 ,1 ,1))

3.3.6 Clustering
Countries can be divided into clusters based on their best order of fit and the small-
est mean squared prediction error. We used the K-means clustering algorithm for
this purpose. It assigns data points to a cluster in a way that the sum of the average
squared distance between the cluster’s centroid and the data points is at the min-
imum. The smaller the variation within clusters, the more homogeneous the data
within them.

After observing an un-clustered plot of the errors for each country, we noticed that
the errors could be roughly divided into three clusters. Therefore, we defined the
target number as three, which was the number of centroids we needed in our data
set. These centroids were used as the beginning points for their respective cluster,
and then the clustering algorithm performed repetitive calculations to optimize the
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position of the centroids. Thus countries having order and error in the same range
were combined into the same cluster.

The purpose of clustering was to group countries fitting well over similar models
and each having an almost same error. After observing the clusters, we found out
the names of the countries which had a negligible error, medium error or high error.
Further, a list is tabulated based on the errors.

The code snippet depicting the plot of the final three clusters is as follows -
1 # Creates dataframe with optimum order and mean square error for every country .
2 orders _and_ errors <- cbind ( orders .all , smallest .pred. error )
3 clus <- kmeans (na.omit( orders _and_ errors ), 3, nstart = 25) # K- means clustering
4 na. index <- which (!is.na( smallest .pred. error )) # Stores indices of countries with "

NA" values .
5 na. index
6 clus$ cluster
7 d <- as.data. frame (na.omit( smallest .pred. error ))
8 # Cluster plot.
9 ggplot (data = d, aes(x= colnames (na.omit( Difference [na. index ])), y=na.omit( smallest .

pred. error ), color =clus$ cluster )) + geom_ point () +
10 scale _x_ discrete ( guide = guide _axis(n. dodge = 6)) + xlab(" Countries ") + ylab(

" Prediction errors ") + + coord _flip ()
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Chapter 4

Results

4.1 Correlograms
The correlogram is a visualization technique which shows the correlation of the data
that changes over time. Since we had 39 data points, therefore "T" was given the
value "39" and the bounds were obtained at 2/39 = ± 0.32 (from equation 3.1).

Figure 4.1: ACF plot for developed countries
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Figure 4.2: ACF plot for developing countries
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Figure 4.3: ACF plot for under-developed countries
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Figure 4.4: PACF plot for developed countries
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Figure 4.5: PACF plot for developing countries
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Figure 4.6: PACF plot for under-developed countries

On observing the ACF and PACF plots from figure 4.1 to figure 4.6, we infer that
95% of the autocorrelation coefficients are within the confidence interval. Therefore,
there was no covariance which indicated the existence of white noise, and also there
was no relevant amount of autocorrelation present in the time series data.

4.2 ARCH Model
The ARCH model determines whether the squared residuals/errors of a time series
model exhibit autocorrelation or not. If autocorrelation is present then the time
series exhibits conditional heteroskedasticity.

22



Figure 4.7: Parameters obtained from the ARCH modeling of IMF data
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Figure 4.8: Parameters obtained from the ARCH modeling of OECD data

Ljung-Box test was one of the parameters returned in the ARCH tests. It is a
type of statistical analysis which identifies the group of autocorrelations of a time se-
ries that are different from zero. In figures 4.7 and 4.8, the Ljung-Box test’s p-value
for each country was higher than "0.05". Therefore, we accepted the null hypothe-
sis that the series exhibits conditional heteroskedastic behaviour. Furthermore, the
series was applicable to GARCH tests.

As mentioned previously in the data analysis section, we only considered the IMF
data because it had more countries.
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4.3 Best order of fit
From the calculation of mean squared prediction errors for each country with ARCH,
GARCH, AR, MA orders starting from (0,0,0,0) to (3,3,3,3), we obtained their
smallest mean squared prediction error and order associated with it. We compiled
the results as follows -

Figure 4.9: Smallest mean squared prediction errors

4.4 Clustering
Observations from the clustering plot in figure 4.10 depicted that the majority of
countries have mean squared prediction errors approximately equal to zero. The
mean of errors for the most massive cluster was "3.25." Eleven countries had errors
with a mean of "73." Three countries had significant errors having a mean of "423.5."
(Refer 4.11)

These obtained results indicate that the GARCH model produced during data anal-
ysis is an approximation of the prediction model used by IMF since a majority of
countries taken into consideration have negligible errors in their fitted values.
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Figure 4.10: K-means clustering
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Figure 4.11 shows the countries belonging to each cluster.

Figure 4.11: Clusters of countries
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Chapter 5

Conclusion

Since the smallest mean squared prediction error has been found for every country
in the data, it will be easier to visualise the difference between the predicted GDP
and actual GDP by clustering them. Though it won’t be possible to estimate the
difference accurately. Still, in the forthcoming days, it will be easier to tell how
the actual GDP shall differ from the predicted GDP using the proposed method.
We conclude from the results that, there were a few countries where the actual
GDP were not similar/ same to the predicted GPD. Those with a heavy difference
in GDP had one thing in common- the majority of them were under-developed
nations. The GDP analysis project can help various economists, statisticians and
financial organizations as a reference when applying models for GDP forecasting.
Scope of further research can be in refining the forecasting methods to minimize the
error between predicted and actual GDP.
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